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The penetration of solar photovoltaic (PV) generation is increasing in many countries, with significant
implications for the adequacy and operation of power systems. This work considers the Nord bidding
zone within Italy, which hosts 7.7 GW of PV and almost no wind power. We simulate the implications of
different PV penetration levels on the need for firm generation capacity and on ramping requirements
over one to several hours. We compare ten years of synthetic hourly PV generation series derived from
CM-SAF SARAH satellite data and observed load. The analysis also provides insights into the storage
capacity required to smooth residual load over different time horizons. Results show that without storage
(i) the penetration of PV in the region does not sensibly reduce the need for firm generation; (ii) the
marginal contribution of PV to meet power demand decreases with its penetration; and (iii) high pen-
etrations lead to larger and more frequent ramps, although extreme ramp rates do not last more than 1 h.
The availability of storage significantly alters these results, but large storage capacities are required.

Solar PV Smoothing net load by a few hours requires 2—7 GWh of storage per GW of PV installed.

Ramp rate

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

The share of photovoltaics (PV) in power generation capacity is
rapidly increasing in many countries worldwide. In just a few years,
it has reached a cumulative installed capacity of 303 GWp as of 2016
[1]. Due to a feed-in tariff from 2005 to 2013, Italy in particular has
seen a strong growth in PV. Though the growth trend has ended
after the tariff stopped in 2013, Italy reached a cumulative installed
capacity of 19.3 GWp as of 2016, giving it the worlds fifth-largest
installed capacity [1].

While increasing PV penetration helps to decarbonise the power
system, it also brings new challenges to its planning and manage-
ment [2,3]. PV is a variable electricity source which is still chal-
lenging to accurately forecast, influenced by factors such as the
absence of irradiance at night, the dependence on seasons and
cloud cover, and even astronomical events such as solar eclipses [4].
Backup generation and/or storage capacity are needed to supply
power to the grid when PV is not available or when actual gener-
ation differs from the forecast. Backup solutions must be ready and
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able to ramp up and down' rapidly enough to handle the fluctua-
tions of PV [3]. This need to balance variable generation means that
fossil-fired firm generation capacity is now being operated in
originally unintended ways, with reduced utilisation and increased
cycling, which in turn affects average efficiencies, emission factors
and eventually costs [2,6,7].

The impact of high shares of PV on firm generation can be
divided into two categories, each related to a different temporal
resolution: (i) the problem of capacity adequacy, which we define
as the ability to provide the power required by the system under
steady state conditions, throughout the year, with a given proba-
bility and (ii) the problem of system security, which we define as
the ability to cope with dynamic and unplanned load changes, with
a given probability of preserving the nominal voltage and frequency
of power. While the first can be studied with hourly resolution, the
second needs finer temporal detail. They are not however
completely independent, since some of the capacity that contrib-
utes to adequacy is also used to provide voltage and frequency

1 After [5], we define ramping as the changing of residual load over time (upward
and downward), and thus in output from non-PV generators, expressed in GW over
the reference periods.
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regulation services (by offering a margin to increase or decrease its
load factor or through rotating inertia).

These two dynamics depend on the load profiles, climate con-
ditions, and the size and geographical location of a particular power
system. Here we focus on the northern bidding zone of the Italian
electricity market, called Nord, an area of about 120 000 km? and 28
million inhabitants with about 7.7 GWp of PV as of 2016 [8]. One
feature of the Nord zone is its limited potential for wind power. It
thus presents an ideal case study for analysing the impact of PV in
isolation since there cannot be the possible mitigating effect
generally offered by wind power [2].

We analyse how different penetration levels of PV would impact
the firm generation under steady-state conditions, focusing on the
capacity adequacy problem. This is done by looking at two metrics:
(i) the amount of firm capacity that PV can replace while main-
taining system adequacy, and (ii) the flexibility (in terms of ramp-
ing capabilities) that is required for firm generation to deal with the
variability of PV. Both issues are investigated assuming different
scenarios for storage potential in the power system.

This work strengthens a previous analysis [9] which considered
a circumscribed part of the bidding zone and used one year of data
coming from a limited number of irradiance measuring stations
and a simple projection of the national load profile. Here, time
series of ten consecutive years are considered, from 2006 to 2015,
with improved modelling of PV generation thanks to the use of
gridded satellite irradiance data. The analysis considers a wider
range of PV penetrations, considers the potential role of storage,
and analyses ramps over timespans longer than 1 h.

1.1. State of the art

There is only a limited amount of literature studying the reli-
ability and effectiveness of PV in absence of substantial amounts of
wind generation, as the two are usually analysed together. Past
work has studied the problem in terms of capacity credit [10—14],
power value [15], effective capacity [16], potential in reducing the
demand [17], and dispatchable generation that PV can replace [18].
The methods for estimating the capacity value of solar power have
been also reviewed by an IEEE Task Force [19] very recently. Since
all the mentioned studies were conducted for different penetration
levels, in different case studies, with different spatial scales and
with different methods, their results cannot be directly compared.
It is possible however to detect a common trend: due to its vari-
ability, particularly the day-night cycle, the marginal ability of PV to
contribute to meeting load decreases as its penetration increases
towards a certain limit.

The literature on capacity adequacy has only recently started
considering the implications of PV penetration on flexibility re-
quirements. The focus has been on long-term ramps, namely the
variations of load, net of PV generation, that occur within a time
span of one or more hours. Relatively few studies exclusively cover
PV power [9,14,20,21] as most consider PV within the mix of vari-
able renewable sources [2,5,22,23]. These studies show a common
trend: with lower penetrations, ramps are defined by the load; after
a critical level, ramp rates increase with the penetration of PV.

Several studies have analysed the relationship between PV
penetration and long-term storage [ 14,21,24—27]. PV penetration is
usually analysed in relation to the storage requirements that are
needed to reach given targets, for example, reducing fluctuations in
load, reducing unusable energy, increasing capacity credit, or
reducing ramps. Understanding these PV-storage relationships
depends on two main features: (i) the ratio between energy and
power capacity of the storage technology and (ii) the storage ho-
rizon considered (intra-daily, weekly, seasonal, etc.). The common
approach is either (i) to take fixed assumptions for these two

features in order to analyse the effect on the power system or (ii) to
determine these two features as results of the analysis assuming a
given behavior of the power system. In our analysis we fix different
horizons, from 3 h up to monthly, and let the energy-to-power ratio
result from the analysis while varying the penetration of PV.

Throughout the literature there is no common definition of the
term penetration. It is usually considered in two ways: (i) installed
PV capacity relative to peak load, or (ii) annual energy generated by
PV relative to annual energy demand. Here, we use the second
definition. Annual demand within Nord is around 165 TWh with a
peak of around 29 GW. Thus, the overall system has an average
utilisation of 64% - solar PV in the region averages a capacity factor
of 12%, meaning that capacity penetration is more than 5 times
higher than energy penetration. By using the second definition of
penetration, it is thus more challenging to reach higher degrees of
penetration. It must be pointed out that only some of the studies
cited above took into account very high levels of PV penetration
[714,15,21,23,24,26,27]. This study goes beyond past work to
examine a wide range of PV penetration, including covering almost
the entire annual energy demand with PV.

2. Methods

We study the implications that different levels of PV penetration
would have on the capacity adequacy needs of the northern bid-
ding zone of the Italian electricity market, called Nord, with and
without storage. As in other Italian bidding zones, Nord has no
practical transmission limits within its boundaries, and we assume
this remains valid with the increased PV penetrations we analyse.?
We therefore model generation and demand within Nord as a
single bus.

The analysis is based on ten years of historical weather condi-
tions and demand data to cover a variety of conditions and capture
infrequent extremes. We do not provide scenarios describing
installed PV capacity at a specific point in the future, as this work is
meant, among other things, to be used within capacity expansion
models, where installed capacity is an endogenous variable. This
work generically focuses on the load that is not met by PV, which
we call residual load.>

In this section we provide the equations that define the time
series of residual load and its ramps (Section 2.1). We then describe
the method used for building time series of the residual load after
simulating different storage strategies (Section 2.2). Tables 1 and 2
describe the indices and variables used in the equations.

2.1. Residual load and ramp rates

The residual load (RL) is the difference between the load profile
and the PV generation profile at a given time:

RL; ;= L; — PVg;, (1

where t is the time step the measure refers to; the index [ indicates
the PV penetration level (defined later); L; is the demand load at the
same time step and PVg; is the potential PV generation output at
the same time step and under the same I-th penetration level.
Studying the time series of residual load and its ramps allows us to
specify the requirements that non-PV generation capacity must
fulfil. Because of the correlation between PV generation and

2 We also assume that no other technical or socio-economic issues limit the
penetration of PV (distribution networks are improved, installed PV does not
compete for land use, etc.).

3 residual load is also called net demand or net load in other studies.
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Table 1
Indexes used in the equations.

t time steps of 1 h; within the used data-series each t refers to a particular historical hour, from t = 1 to t = 87648 respectively representing the first hour of January 1st,

2006 and the last hour of December 31st, 2015)

k same as t; it is used in some equations together with t in order to differentiate the domain that different parts of the equations refer to

1 levels of penetration of PV generation capacity within the generation portfolio of the considered area. A detailed definition is provided in Section 3.1
m time spans of ramps; the index refers to the number of hours between the two loads that are considered to calculate the slope

n time spans of the storage strategies; the index refers to the number of hours that are considered for averaging the load in a generic time step

Table 2
Variables used in the equations.
PVg;, Simulated power output resulting from aggregating the PV plants in the considered area
PVcap, Peak capacity that is assumed for the PV plants installed in the considered area
CF; Aggregated hourly capacity factor of PV for the considered area
RL; Residual load (load that is not covered by PV plants)
RLC; Residual load (load that is not covered by PV plants) net of excess energy
DL1;;, Desired load resulting from the simulation the storage strategies (first step)
DIL2;, Desired load resulting from the simulation the storage strategies (second step)
RR; | m Ramp rates (difference between two values of the residual load)
Le Load that must be met by the generation capacity (be it conventional or renewable)
APS1; ), Power that is coming from or going to the storage (first step)
APS2; ), Power that is coming from or going to the storage (second step)
BSE1; ), Cumulative balance of the energy that has come or has left the storage (first step)
BSE2; |, Cumulative balance of the energy that has come or has left the storage (second step)
Neh Average charging efficiency of the storage facilities
Ndis Average discharging efficiency of the storage facilities
APS; | Additional power that must be provided to the storage systems to balance losses
CPCy,, Overall charging power of the storage facilities
DPC, Overall discharging power of the storage facilities
ASE; |, Amount of energy that is stored in the storage facilities
ESC,, Overall energy storage capacity of the storage facilities

electricity demand, it is important that the two series of data used
in equation (1) cover the same historical period. This issue will be
further discussed in Section 3.

The residual load as calculated above does not provide any in-
formation on the amount of excess energy that would be wasted
unless stored. A different time series of residual load is necessary to
quantify and then exclude waste energy from the analysis:

RL,, if RL;>0

2
0 ifRL, <O:; 2)

where RLC; is the residual load net of excess energy.

Ramp-ups and ramp-downs of RLC are analysed in order to
detect the ramping requirements that the non-PV generation ca-
pacity must fulfill. Unlike in Ref. [9] and similarly to [23], the ramps
of RLC are calculated for various levels of PV penetration consid-
ering different time spans, ranging from one to several hours.
Quantifying the ramping over different time spans allows differ-
entiation between the need for short-term flexibility (units that can
provide extreme ramps for 1 h), and longer-term balancing (those
that must sustain such a slope for two or more hours). The m-hour
ramp rates (RR) are calculated for each t-th hour as the difference
between the RLC in that same t-th hour and the RLC of the hour t-m,
as in:

RR;;m = RLC;) —RLC;_p; Vt>m 3)

2.2. Storage simulations

For each level of PV penetration we simulate the residual load
profile under different storage potentials. Simulating the use of the

storage facilities without knowledge of the installed generation
capacity or market prices is challenging because these are impor-
tant factors in real-world operational decisions, whether storage
units are managed by the market or an independent operator. Our
simulations are based on the assumption that storage potential will
be used to smooth peaks and valleys and to reduce lost energy.

The analysis assumes perfect foresight, that is, all operators have
a full knowledge of the loads and of PV generation until the end of
the time horizon taken into account by the different storage stra-
tegies (see below for the definition of these strategies). System
inefficiencies due to forecasting uncertainty are not considered,
and so results can be seen as a benchmark defining the best
possible scenario.

A further important consideration is that storage is modelled as
a single aggregated unit, so our results do not consider where
storage might be located and how many facilities would be needed.
As we model Nord as a single bus, we assume that all storage fa-
cilities are connected to the grid and optimally interact with it
through a perfect market, or are optimally managed by a central
independent operator (stand-alone combined PV and storage sys-
tems might exist, but are not taken into account by the analysis).

Two sequential steps are used to simulate the storage strategies:
a first step which calculates the base dispatch excluding charging
losses, and a second step which accounts for device inefficiency.
The two steps are described in the next two subsections.

2.2.1. First simulation step

Similarly to the approach of Weiss et al. [26] storage strategies
are first simulated by means of central moving averages: in each t-
th hour the desired load net of storage (DL1;,,) is the average value
of the residual load (RL,;) of a given n number of hours in the
neighbourhood of the t-th hour, as in:
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DL1; ), = n

As an example, a 3-h storage strategy (n = 3) means that, in each
hour, the resulting value of DL1;,, is the average of the t-1, t and
t+1 values of RL; ;. The wider the considered interval, the smoother
the peaks, the valleys and the ramps of the desired load (DL) profile
compared to the residual load (since extreme values are distributed
over more hours). The calculated load profiles can thus be consid-
ered as the residual load of the system with a certain amount of
storage which allows non-PV generation to meet demand. Varying
the n index within an analysis allows us to quantify the relationship
between the storage strategy (timespan of net-load smoothing) and
its effects on the power system. This method does not take into
account economic or technical feasibility, but shows the required
magnitude of storage.

For each n-th strategy, the power exchanged between storage
and grid in each hour (APS1,,) is the difference between desired
load and residual load in that hour:

APS1y, = DL1; ), — RL; . (5)

When APS1, , is positive, storage is charged from the grid, and vice
versa. The charging and discharging power required in each hour
by the storage to transform RL, ; into DL1;; ,, can be summed up until
the end of the horizon net of the charging and discharging effi-
ciencies, providing the balance of stored energy BSE1, , as

BSE1;), = BSE1:_q,
APS1; oAt if APS1;;,>0
tln 175}{ : tlLn Vt>1; (6)
APS1; ) pmgs At if APS1;;, <0
where At is the time span between two consecutive time steps t (in
our case 1 h); 9., and 7y are the average charging and discharging
efficiencies of the storage facilities; and BSE1g;,, = 0.

2.2.2. Second simulation step

The second step is required to take into account charging losses.
Here we compute the final desired load profile (DL2) from the
preliminary profile (DL1) described above.

The last value of the BSE1,, series (BSE1;_r;,), when multi-
plied by the charging efficiency, indicates the amount of energy
that is lost due to the charging efficiency. This amount must be
additionally generated and stored. We simulate this by assuming
that the additional amount of energy is distributed over the DL1;
profile through a proportional criteria, as in the equation

—BSE17, . max{DLl tin — DL1¢)p

— (7)
Nen  (maxIDL1g;,-AT) — SK=IDL1y,

APS; |, =

where APS; , is the additional power that must be stored to bal-
ance charging losses in each t-th hour. The last term of equation (7)
prevents the additional power, APS, from increasing existing peaks,
as depicted in Fig. 1.

We now compute the final n-th desired load (DL2,; ,) by adding
the APS;;, profile to the n-th desired load from the first step
(DL1.;,) (see Fig. 1):

DL2;, = DL1;;, + APS¢ . (8)

At this point, the power exchanged between storage and the
grid in each t-th hour to reproduce the profile under the n-th
storage strategy is calculated as the difference between the n-th
strategy load profile and the load profile without storage (RL;):

power
peak
DL2
\ APS
DL1 }
time

Fig. 1. Qualitative description of how the additional energy required by the storage
facilities (due to losses in the charge process) is distributed over the preliminary profile
(DL1) to generate the final profile (DL2): the additional power (APS) is higher when
close to the valleys and zero at the peak.

APS2; ) =DL2; ), — RL ;. (9)

In this second step the balance between the stored energy and
the energy provided by the storage facilities results from the bal-
ance calculated in the first iteration (BSE1.;,) increased by the
additional energy provided up to that same hour to balance the
losses:

k=t
BSE2; | = BSE1; 1 + > APSy ,+At. (10)
k=1

To assess the amount of stored energy in the storage facilities
(ASE; ;) in each t-th hour the BSE2;;, must be increased by a
quantity that equals its lowest value within the series and that
represents the initial amount of energy stored in the facility:

T
ASE¢ 10 = BSE2; 1y + min (BSE2;); (11)

From the two steps outlined above, we can derive power and
energy capacity of the storage facilities. The lowest and the highest
values of APS2;;, over the entire horizon provide the overall
charging power capacity (CPC;,) and discharging power capacity
(DPC;,) required to comply with a given n-hour strategy,
respectively:

CPCy = max APS2, (12)
T
DPC,,, = mlin APSZLL" (13)

The highest value of ASE provides the storage capacity (ESC;,)
required to fulfill the n-hour storage strategy requirements.

ESCp, = m?x(ASEt‘lvn). (14)

3. Data

To ensure the representativeness of data, three factors are
important: (i) time series length, since load and PV generation vary
from year to year; (ii) spatial resolution, since load and PV
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generation vary from place to place; (iii) the temporal correlation
between the time series of load and generation, given that both
depend on meteorological conditions such as irradiance and tem-
perature. The analysis is based on ten years of data (2006—2015).
While the potential PV generation data is available from 1986 on,
the limited availability of load data limits our overall analysis to
these ten years. Section 3.1 describes the hourly PV capacity factors
and section 3.2 the hourly load series.

Data on PV capacity factors and load series are openly available
at  https://www.renewables.ninja/downloads?pub=egy-17-italy
and at https://zenodo.org/record/818172 respectively.

3.1. PV generation time series

To simulate PV output, we use the installed capacity in each of
the 3425 municipalities within Nord as of October 2016, obtained
from Ref. [8]. Fig. 2 shows the spatial distribution of PV capacity in
the Nord region.

As production data are not available from Ref. [8], we also
gathered power production data alongside metadata such as loca-
tion, installed panel capacity and panel angles for 185 PV in-
stallations from the PVOutput database, as described in Ref. [20].
The CM-SAF SARAH dataset [28,29] was used to simulate the hourly
power output from 1986 to 2015 from each municipality using the
Global Solar Energy Estimator model [20], using panel alignments
drawn randomly from normal distributions describing the PVOut-
put metadata (Tilt: mean 15 + 12°; Azimuth: mean 183 + 47°). The
measured panel output data was used to determine systematic bias
in the simulations, by comparing measured with modelled time
series. Based on this, the simulations were multiplied by a correc-
tion factor of 0.86, giving an R-squared for day-averaged time series
of 99%. At the hourly resolution, the root mean square (RMS) error
was 3.3%, implying that a modelled capacity factor of 0.45 in a given
hour is accurate to within a range of 0.417—0.483 [20]. Fig. 3 shows
a comparison of the mean weekly capacity factor from the 185
measured panels and our corrected simulation.

This bias correction was applied to the municipality-level sim-
ulations. They were then aggregated to the entire Nord region by a
capacity-weighted mean, resulting in a single time series of hourly
capacity factors, CF;. Fig. 4 shows its variability (annual maximum
and annual mean) throughout the period 1986—2015.

Since the analysis covers different levels of PV penetration, the
aggregated hourly capacity factor was multiplied by the installed

3 MW
10 MW

30 MW

Fig. 2. Spatial distribution of PV capacity in the Nord bidding zone (as of October
2016).

capacity assumed for each I-th level, PVcap,, to obtain the series of
PV generation, as in:

PVg; | = PVcap;-CF; (15)

The analysis assumes the spatial distribution shown in Fig. 2
remains constant for the different penetration levels. 14 levels of
penetrations were considered, from the absence of PV
(penetration = 0%; 0 GWp) up to an installed capacity able to
generate the average annual demand of the region, based on
1986—2015 (penetration = 100%; 155.8 GWp). We considered steps
of 10% between the penetration levels, with smaller steps at lower
penetrations to better observe the dynamics close to the current
installed capacity. Using our definition of penetration, the current
installed capacity in the region is about 5% (7.8 GWp). Assuming an
average occupation of 10 m? per installed kWp, a penetration of
100% implies covering 1558 km? of surface area, which is 1.3% of the
regions total area. This percentage, though high, is about the same
order of magnitude as the 923 km? [30] used by industry and
commercial settlements in the Lombardy Region alone (the Lom-
bardy Region is one fifth of the total area of the Nord zone). We thus
assume 100% PV penetration is feasible from a land-use
perspective.

3.2. Load time series

Load data come from two sources: (i) Terna (the Italian TSO)
provides load series detailing the six bidding zones of the Italian
electricity market for a limited number of years (2010—2015) [31];
(ii) ENTSO-E (the European Network of Transmission System Op-
erators) provides longer time series (2006—2015) of national
aggregated load [32]. We combine these to give a synthetic 10-year
time series for Nord (2006—2015). In appendix A, we describe the
construction of this synthetic time series, including how erroneous
values were corrected, missing values were filled and how we
applied a regression between national and Nord demand.

4. Results and discussion

Results are presented in two subsections. In section 4.1 we focus
on peaks, ramps and excess energy to analyse the most challenging
situations for the power system under steady state conditions, for
given likelihoods of occurrence. In Section 4.2 we discuss how
storage can reduce the impact or frequency of those situations. The
derived results are openly available at https://zenodo.org/record/
818172.

4.1. Peaks, ramps and excess energy

The analysis of residual load and its ramps focuses on detecting
extreme values and their likelihood of occurrence. In particular, we
examine the maximum and minimum values, and different per-
centiles that represent frequencies of occurrence: once in ten years,
once per year, ten times per year, once per day. Some additional
percentiles are considered to provide a more complete overview of
the dynamics.

Fig. 5 summarises residual load over the modelled ten years.
Residual load decreases with PV penetration at different rates: high
values decrease at low penetrations and then tend to asymptotes;
low values start steady and then rapidly decrease. The minimum
value goes from about 8 GW with no penetration (point A), down to
zero with a penetration of 15% (point C). The maximum value
without PV (about 30 GW) decreases about 3.3% with the first step
increase of penetration (2.5%, less than the current installed ca-
pacity, point B). After this small reduction, the penetration of PV
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Fig. 3. Comparison of the mean weekly capacity factor from the 185 measured panels and our corrected simulation.
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Fig. 4. Annual variability of the capacity factor, assuming PV capacity installed in the
region follows the current spatial distribution, for historical weather conditions from
1986 to 2015.

does not significantly affect the capacity adequacy problem. Peak
net load decreases at a rate of about 3 MW per GW of installed PV
capacity. Even with high penetrations, residual load can be reduced
to zero only during a small part of the year. At 100% penetration the
residual load is zero for about 32% of time (point D in Fig. 5).

Fig. 6 considers the effect of PV penetration on residual load
from another perspective: the frequency distribution of residual
load over different levels of PV penetration. The distribution of load
without PV has two peaks: The right one corresponds to high load
occurring during daytime; the left one to low load occurring at
night. The peak related to high daytime load is gradually reduced by
the penetration of PV, disappearing for penetrations above 20%
(four times the current level). The figure also shows that for high
penetrations low values of residual load (0—6 GW) become more
common.

Another quantity of interest in simulations with high PV pene-
tration is excess energy or overproduction, i.e. power generated by

) Max
[ 10hly

25

— 0,
S 95%
© 2

E 80%
% 15 65%
3 50%
§ 10 +

35%

o
N
o
o
-

PV energy penetration

Fig. 5. Residual load against PV penetration for different likelihoods of occurrence.
Note that the bottom axis is not on scale. Greyscale shading indicates probability
distribution of values.

PV in a given time but would not serve any load of the region. Fig. 7
shows the annual amount of excess energy for different PV pene-
trations. In particular, it shows that the absolute values (primary
axis) grow faster than linearly with penetrations above 15% (three
times the current amount), reaching about 100 TWh per year (more
than half of the annual demand) for a 100% penetration. Looking at
excess energy as a fraction of the overall PV-generated energy
(secondary axis), penetrations above 15% show an increase,
meaning that each additional MW of PV capacity provides less
useful energy than the previous MW. Though the marginal increase
in relative values is slower than linear for penetrations above 30%,
the figure shows that excess energy can reach very high relative and
absolute values (about 55% of the generated energy for a PV
penetration of 100%). The useful energy produced and thus the
value of installed capacity above the 15% penetration limit de-
creases with penetration unless solutions such as storage, export (if
the electricity is needed elsewhere and sufficient inter-regional
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Fig. 7. Annual excess generation from PV against PV penetration - minimum, average
and maximum. The primary axis (on the left) refers to absolute values [TWh], the
secondary axis (on the right) reports the fraction of overall energy generation.

transmission capacity exists) or demand-side management are
employed.

The impact of PV penetration on load faced by non-PV genera-
tion can be measured in terms of ramps of the residual load. Fig. 8
shows residual load ramps net of excess energy, for different like-
lihoods of occurrence. There is a degree of symmetry between
negative and positive values as ramp-downs and ramp-ups have
similar shapes, magnitude and frequencies. Up to a 10% penetration
(twice the current level) the most infrequent ramps are not
affected. Their values increase faster than linearly when the
penetration is in the range 10—60% and tend to an asymptote
starting from a penetration of 60%. At the 100% penetration, abso-
lute values reach about five times the values seen at penetrations
below 10% (26 GW/h compared to 5 GW/h). As expected, ramps
increase in magnitude but also become more frequent. For
example, ramps of about 5 GW/h are seen only infrequently with
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Fig. 8. Ramp rates against PV penetration for different likelihood of occurrence.

low penetrations of PV; however, they occur more than 5% of the
time for penetrations above 60%.

The reasons behind these results can be better understood with
chromatic graphs highlighting the intra-annual variation with
different colours. The pattern is similar in each of the ten years,
although absolute values differ from year to year. Fig. 9 focuses on a
single year (2015) to show the residual load net of possible excess
energy (RLC) both in case of no PV (above) and in case of 100%
penetration (below). The situation of no PV (above) shows clear
patterns at different scales: daily (lower values at night), weekly
(lower values during weekends) and annual (load is lower during
winter holidays and in August; it is higher in the weeks before
August). For a 100% penetration (below), the load is met by the PV
generation in the hours around noon, marked in green. No-load
situations occur on all days of the week, on almost all days of the
year. High values of the residual load are located next to the green
areas, mostly in the evening and especially in winter and close to
the weeks of the summer peak.

Fig. 10 focuses on the hourly ramps (span of 1 h). Color intensity
is proportional to the relative values of each single case (the same
color intensity represents the same absolute value within each
single case but it does not represent the same absolute value when
comparing the two cases). As in the previous chart, several patterns
are visible with no PV (above): daily (steep ramp-ups in the
morning, gentler ramp-downs in the evening and small valleys
around mid-day), weekly (lower values during weekends) and
annual. While morning ramp-ups do not change significantly
throughout the year, evening ramp-downs are delayed in summer
and earlier in winter due to sunset times. The August holidays
(which are prominent in Italy) visibly decrease the ramps. With a
penetration of 100%, PV generation creates a large valley during the
central hours of the day, and ramps are driven primarily by PV. The
morning ramp-ups and the evening ramp-downs still exist, but two
more important slopes occur between them. The most important
ramps in the morning now face downward and the opposite hap-
pens for the evening. Since irradiance changes throughout the year,
the morning and evening ramps move closer to each other in
winter and further apart in summer. Intra-weekly variability is
minimal.

Fig. 11 shows the evolution of the ramp rates from Fig. 8 for
different ramp durations, considering different likelihoods of
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high values while green indicates low values. Note that different color scales have been used for the two charts to highlight dynamics otherwise not visible. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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occurrence and different PV penetration levels. For high PV pene-
trations, the magnitude of infrequent extreme values does not
significantly change with the time span covered by the ramp (ramp
duration), except when moving from 1 h (first graph on the left) to
2 h (second graph). This can be seen by looking at the upper dotted
line, which links the maximum values for 50% PV penetration. For
low PV penetrations and, in general for low likelihoods of occur-
rence, ramp values increase consistently with ramp duration. This
can be seen by looking at the lower dotted line which links the low
values occurring ten times per year with a PV penetration of 20%.
The lower the frequency and the penetration, the longer the
duration to reach the plateau. The comparison of the six charts
shows that extreme ramps do not last more than 1 h. In other
words, the hours immediately prior to or after the extreme values
occurr present ramps with lower magnitude. Ramping rates in the
hours adjacent to the most extreme ramps are about one fifth of the
extremes in case of very high penetrations; they are about half for
lower penetrations.

4.2. Storage requirements

This section analyses the relation between PV penetration and
the amount of storage needed to smooth fluctuations in the re-
sidual load net of excess energy (RLC). We analyse eight strategies,
averaging RLC over eight different periods: 3, 5, 7, 13, 25, 49, 169
and 721 h (the last two respectively corresponding to 1 week and 1
month). The effect of the different strategies, resulting in the 8
desired load profiles (DL2) is reported for 100% PV penetration and
an example period of two days in Fig. 12.

Averaging the load over those horizons reduces the peaks, the
excess energy, and the ramps, as shown in Figs. 13—15 respectively.
From Fig. 13, we can see that the maximum residual load decreases
with the storage horizon, for any PV penetration. However, the
horizon increase barely affects the ability of PV penetration to
reduce the peak, except for the one-week and one-month horizons.
From the same figure, it is interesting to note also that, while
doubling the horizon from 13 h to 25 h allows PV penetration to
increase of 20% without excess energy curtailment, 721 h (almost
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Fig. 12. Desired Load (DL2) for the different storage strategies, with a PV penetration of
100%, for an example period of 48 h.

30 times more) are required for an additional increase of 30%.
Storage facilities help to reduce excess energy supply from PV, and
their effect varies strongly depending on the storage horizon. From
Fig. 14, increasing the storage horizon up to 1 day leads to a drastic
decrease in excess energy. Increases beyond one day have a limited
effect, as this only exploits the difference between sunny and
cloudy days. The figure also shows that even a storage horizon of 1
month does not avoid an important amount of excess energy with
penetrations above 70—80%. Fig. 15 shows the impact of storage on
the extreme ramps. Storage reduces the ramps by averaging the
load over the different horizons. An important reduction can be
seen already with an horizon of 3 h. Then, the marginal reduction
for every additional hour considered by the storage strategy
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Fig. 11. Ramp-ups and ramp-downs, versus PV penetration, for six different ramp durations. The values are reported for different likelihood of occurrence. The two dotted lines link
points with the same PV penetration and same likelihood of occurrence across the different durations.
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Fig. 14. Average annual excess energy for different storage horizons at different PV penetrations.

decreases. Notably, even at 100% penetration, keeping the value of
extreme ramps as it is in absence of PV requires storage horizons
shorter than a day (half a day for penetrations below 80%).

Fig. 16 shows the values of three parameters for sizing the
storage: (i) the storage capacity (in GWh), (ii) the charging capacity
(in GW) and (iii) the discharging capacity (in GW); for different PV
penetrations and for different storage horizons. These quantities
must be seen as aggregate values referring to the storage facilities
possibly deployed in the region. Intuitively, the value of these three
parameters generally increases with PV penetration and with the
duration of the storage strategy. A noteworthy exception for storage
capacity is the assumption of weekly and, in particular, monthly
storage horizons: storage capacity decreases until PV reaches a
penetration of 15% (see rounded rectangle A), to revert the trend
when this latter increases. Overall, the increase of the three pa-
rameters is not homogeneous and linear throughout the PV
capacity—storage horizon domain.

If we focus on the effect of changing PV penetration (the two

charts on the left of Fig. 16), for the storage capacity and for the
charge and discharge capacities, we can distinguish two different
segments of growth, no matter the horizon of the storage strategy.
With PV penetration below the range of 10—20% (i.e. when the
magnitude of the load and its variations are in the same order of PV
generation and its variations), the 3 parameters show heteroge-
neous behavior: mostly small increases or even reductions (see
rounded rectangle A and B). Greater PV penetrations lead to greater
need for storage as the load influence becomes less relevant for the
analysis, thus the storage capacity, the charge and the discharge
capacity start increasing. The storage capacity depends on the
penetration of PV, and mostly on the storage strategy. Values range
from hundreds of GWh (for 3-to-5-hour horizons) to few TWh
(from 7-h horizons on). In the range of 20—100% penetration of PV,
the increase is in the order of 2—7 GWh of additional storage per 1
GWp of PV, for horizons lower than 7 h, and about 15 GWh of
additional storage per 1 GWp of PV, for horizons greater than 13 h.
An outstanding 26 GWh per GWp is recorded for the monthly



E Fattori et al. / Energy 137 (2017) 193—208 203

30 |— PV energy — 0%
penetration: — 5%,
—10%
20 —20%
—_—40%
e 60%
80%
100%

10

Maximum ramp up/down (GW / h)

-30 iy iy
1 10 100
Storage horizon (hours) - log. scale

Fig. 15. Maximum ramp-up and -down for different storage horizons at different PV penetrations.

30 +
1
3
- 20 +
= 3
e 5
£ 10 7
S — 13
\g. 25
a2 0 { 169
£ .
© c
E-10 8
E 8
O~
2201 2t
oo
n<
30 +
0% 20% 40% 60% 80% 100%
PV energy penetration
Storage horizon (hours):
721
6 T (1 month)
Tz
g s
- 169
g 4 P A\‘ (1 week)
-
3 25
3 13
@
[=
(]
>
8 7
2
»n
3
0% 20% 40% 60% 80% 100%
PV energy penetration
Storage horizon (hours):
169
80 + 721
25
g 60
g o 13
& 2 40
£ C
©3 7
8 20F 5
3
3 0
50
E é -20
2 8
a2 40+
© 0% 20% 40% 60% 80% 100%

PV energy penetration

PV energy penetration:
6 1 0%

Storage energy capacity (TWh)

1 10 100
Storage horizon (hours) - log. scale

PV energy penetration: - ~ ~
0% (D \‘ E
1 =—5%
80 —10%
— —20%
S 60 T ——40%
C ———60% —
&2 40 L 80%
5% 100% —_—
&
o 20 +
0 - : AN o
= — [
50
_‘é 2 -20 +
2 8 s )
a2 4 L
o

1 10 100
Storage horizon (hours) - log. scale

Fig. 16. Storage capacity (above), charging and discharging capacity (below) for the storage facilities at different PV penetrations, according to the chosen storage strategies.

horizon strategy. With respect to charging and discharging capac-
ities, there is not perfect symmetry in their sizing: for high PV

penetration and long horizons, the discharging capacity is less than
40% of the charge capacity; for high PV penetration and short
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storage horizons, it can be 30% higher than the charge capacity.
Depending on the considered horizon, the charging capacity goes
from 2 to 10 GW for low PV penetration and from 15 to 90 GW for
the highest penetrations. For horizons lower than 7 h, the charging
capacity increases in the range of 0.09—0.17 GW/GWp; for the
monthly horizon it increases by around 0.500 GW/GWp The
discharge capacity shows a narrower range of increase compared to
the charge capacity: 2—11 GW for penetrations below 10%,
19—-23 GW for 100% penetration with short storage horizons, and
33—34 GW for 100% penetration with long storage horizons. For
horizons lower than 7 h, and in the range of 20—100% PV pene-
tration, the discharging capacity increases by 0.13 GW/GWp; for
horizons longer than 13 h it increases by 0.18 GW/GWp.

Focusing on the right side of Fig. 16, we again note two different
behaviours for the three parameters when the horizon of the
storage strategy increases. For storage capacity there is a rapid and
approximately linear increase up to the 13-h horizon; then the
growth stops between 13 and 49 h (see rounded rectangle C) and it
increases again with the horizon and the PV penetration. Overall,
the marginal increase is higher for short horizons and lower for
long ones. This behavior suggests that a large effort (in terms of
installing storage capacity) must be made for averaging the residual
load within a day. Adding the same amount of capacity increases
the horizon over the day, up to a week (on average about 8 GWh of
additional storage per each additional hour of the horizon). The
need for additional capacity to go over the month is marginally
lower, on average about 1-3 GWh of additional storage per each
additional hour considered in the horizon. Similar behavior is seen
for charging capacity. Increases up to the 13—25-h horizon are
0.3—2.6 GW per additional hour, depending on the penetration.
Then, the growth consistently slows down for the 49—169 h hori-
zons (see rounded rectangle D) with an average increase of
0.01-0.1 GW per additional hour, depending on the penetration.
Finally, a decrease is recorded (see rounded rectangle E), when
moving from the weekly to the monthly cycles. The discharging
capacity depicts a similar trend for short storage horizons,
increasing by 0.4—2.5 GW per additional hour, depending on the
penetration. For horizons greater than 13 h (see rounded rectangle
F), the power does not change significantly with the horizon, due to
the fact that the discharge power is mostly driven by the load and
does not change with the penetration of PV. This means that a long
storage horizon, if considered, might be a limiting factor in terms of
storage capacity and charging capacity but would not be so for
discharging capacity.

5. Conclusions

The impact of PV penetration on capacity adequacy is highly
dependent on the studied region, but some general patterns can be
observed. This work contributes to the knowledge of PV penetra-
tions impact on the Italian Nord bidding zone. The findings could
help improve design of policies to subsidise and integrate PV in that
particular region, and could be relevant when designing the ca-
pacity market or other strategies that ensure sufficient reliable
capacity is available. Such strategies are likely needed with
increasing penetration of variable renewable generation [33]. This
is true whether the region is considered as part of the national
power system or as part of a future Pan-European electricity
market.

Confirming prior work [9], we show that for the analysed region,
PV alone cannot significantly contribute the capacity adequacy,
even at high levels of penetration. In addition, here we show that
storage helps PV to reduce the peak of the residual load. The
decrease is nevertheless marginal for storage horizons shorter than
a week and limited for longer horizons. Moreover, contribution of

PV towards meeting energy demand of the region decreases with
penetration due to increasing amounts of excess energy. This
potentially leads to losses of 60% of PV production for extremely
high penetrations. We find that storage can help to address this
problem, although not eliminate it.

Besides the availability of storage, the actual amount of excess
energy would depend on the local demand profile and, according to
the degree of interconnection, on the demand outside the region. In
our analysis we considered the historical load profile as is, with no
flexibility options. Nevertheless, it is likely that, in a hypothetical
high PV penetration scenario, the possibility of generating excess
energy in some hours at no variable cost would result in low
electricity prices on the market in those same hours. This in turn
would likely lead to a more flexible demand that could be
completely or partially shifted in time, such as space heating (albeit
primarily in winter), water heating, refrigeration or charging elec-
tric vehicles.

This study reveals new insight beyond the specifics of the case
study considered, in particular with respect to long-term ramps in
the residual load (demand net of PV output). Like Richardson and
Harvey [14] found for Canada, hourly ramps start increasing when
penetration rises beyond a certain level. Although their analysis
was focused on a lower penetration range, it is interesting to note
this finding was replicated despite the different latitude and cli-
matic conditions. The analysis of ramps shows that the steepest
ramps do not last for more than a single hour: multi-hour ramps
have a lower average rate of change. In particular, the ratio between
the slopes of the extreme ramps and the slopes of the preceding or
following ones decreases with the penetration of PV. Huber et al.
[23] also considered multi-hour ramps, but it is difficult to disen-
tangle the influence of solar PV on their results because of the
consideration of wind and solar together. In this work, we find that
storage can reduce or eliminate the problem of hourly ramps even
with horizons shorter than a day.

In general, our analysis suggests that, although increasing the
horizon of the storage strategies over a day leads to marginal
benefits, very high PV penetration levels require high charging/
discharging and energy capacities of storage. In particular, the
charging and discharging capacities needed are one order of
magnitude higher than the capacity of pumped hydro storage
plants currently installed in the region (about 5 GW of power ca-
pacity [34]). Run-of-river or dam hydro power plants in addition to
pumped storage could be one renewable solution in the region
(which has low wind power potential) able to help with PV inte-
gration, but would not avoid wasting excess energy. Compared to
PV, concentrating solar power could avoid excess energy using its
built-in storage and could contribute to the reduction of peaks and
ramps [35,36]. However, that requires direct irradiance so would
not be suitable for locations with frequent cloud coverage, so
concentrating solar power would likely be imported into the
Northern Italy region.

The relation between the penetration of variable renewable
sources and the implications on capacity adequacy and system
security is a primary concern for capacity expansion models. These
models cover relatively long time horizons (often, multiple de-
cades) and are therefore not designed to simulate the energy or
power system with a fine temporal resolution. In such frameworks,
the short-term dynamics due to fluctuations implied by variable
sources cannot be detected. Many solutions are adopted to take
variable generation into account [37], notably the use of heuristics
(e.g. Ref. [38]). To use heuristics in a larger model, the modeller
needs to analyse variability and its effect a priori [39] (e.g. knowing
that installing a certain amount of PV capacity will imply a certain
increase of ramp rates). It follows that another important result
from this study is that by quantifying the relationship between PV
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penetration and capacity adequacy - and how this changes with the
availability of storage - it enables better modelling of PV for long
term planning in the considered region (although this approach can
easily be replicated for other world regions using the framework
presented). In fact, one of the aims of this study is to integrate its
results into the linear programming model MELiSsa, a long-term
planning tool focused on a particular area within the Nord bid-
ding zone, by constructing piecewise linear relations from the re-
sults presented here [40,41]. Nevertheless, the present study
ignores many aspects of power system design, such as the short-
term dynamics that characterise the system security problem (i.e.

These four points are respectively described in detail in the
following sections.

A.1. Removing erroneous data

Three different types of erroneous values were found (see
Fig.A.1): (i) outliers located at the point of switching from standard
time (UTC+1) to Daylight Saving Time (DST, UTC+2); (ii) outliers
that had no systematic distribution; (iii) strings of few hours
inconsistent with the mean behavior of the profile in same condi-
tions or inconsistent with the other series.

Period considered for the statistic analysis of residual load

Period considered for the statistic analysis of the PV profile

-
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Fig. A.1. Qualitative representation of the availability of the data-series which the work is based on: (i) PV capacity factor of the Nord bidding zone; (ii) Italian aggregate of load from
ENTSO-E; (iii) load of the Nord bidding zone from Terna. Missing and erroneous data are highlighted in the representation.

forecast and operating limits implying the need for reserves; lack of
rotating inertia implying the need for synthetic inertia or syn-
chronous generation). Building on our analysis, further work will be
able to examine these system constraints in more detail.

In summary, a detailed treatment of solar PV generation, load,
and storage is required to properly understand the impacts of PV on
capacity adequacy and flexibility requirements. The framework we
present can be applied to other world regions to further explore the
relationships found here. Notably, we find that even in a Mediter-
ranean climate, solar PV penetration does little to reduce peak ca-
pacity requirements and leads to increasing excess energy and
increasing ramps in residual load. Storage strategies with horizons
longer than a day are important for peak reduction but have a
marginal effect on excess energy and are not necessary for ramps.
Testing the applicability of these findings in other world regions
will be an important next step.

A. Appendix A

Appendix A describes how we built the final load time series
used in the analysis. Four operations were needed: (i) removing
erroneous values from the two sources of data (ENTSO-E and
Terna), (ii) synchronising the series, (iii) filling the gaps within the
ENTSO-E series, and (iv) building the missing data from Terna.

The erroneous values of the first two types were detected by
filtering high values of the differences from hour to hour whereas in
the third case the erroneous values were detected through the
difference between the national profile of Terna and ENTSO-E. In all
the three cases the detected erroneous values went through visual
inspection before being removed.

A.2. Synchronising time series

The load series of Terna had systematically to be time-shifted for
the periods of Daylight Saving Time to be synchronous with the
ENTSO-E series. The opposite situation was found in a single case
right after switching from the DST to the standard time, for a
limited period of few days (see Fig.A.1).

A.3. Filling gaps

Gaps, namely periods of missing data or period of removed
erroneous values, were found in the load series of both sources.
ENTSO-E's national load series presented few negligible gaps: (i)
five single data points of 1 h (in one case two consecutive hours)
and (ii) a string of 24 h. In the first case a linear interpolation was
used between the previous and the following hours. We can
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assume this does not affect the analysis since resulting profiles are
consistent with the mean behavior and moreover they occur in
hours of no PV generation. In the second case, each hour of the
string is the average between the same hour of the day before and
the same hour of the day after. Again, we can assume this does not
affect the analysis because the resulting profile considering the
previous and the following days (d-1:d+1) is consistent with the
mean behavior of the same portion of week of the same year and
with the mean behavior of the same portion of week in the same
week of other years. Terna's load series for the Nord bidding zone is
characterised by more missing data compared to ENTSO-E. In
particular: (i) 12 strings of data ranging from few consecutive hours
up to 9 consecutive days; (ii) single data points of 1 h referring to
the first hour of each day for more than two years; (iii) 6 single data
points of 2 h located at the point of shifting from standard time to
DST; (iv) 2 single data points of 1 h with no systematic time dis-
tribution. As with ENTSO-E's series, missing data points of one or
two consecutive hours were replaced by linear interpolation be-
tween the previous hour and the following one; strings of 4 h up to
1 day were replaced by the average value of the same hour between
the previous day and the following one. Longer gaps were modelled

using a regression from the ENTSO-E national series, as described in
the following section.

A.4. Building synthetic Nord time series

The missing years of the Nord load profile (January 2005 to
March 2010) and the four periods of missing data spanning more
than a day were modelled based on ENTSO-E series. We started by
analysing the ratio between the Nord load profile provided by Terna
and the national load profile provided by ENTSO-E. The ratio was
calculated for each t-th hour for which both values were available
(and not erroneous) to create a series as in:

R: = LNord; /Llta; (A1)
where LNord; is the load series of the Nord bidding zone, by Terna,
and Lita, is the national load series, by ENTSO-E.

On average, load in Nord is 51.17% of the Italian total, however
this ratio varies systematically with time: as depicted in Fig.A.2,
load in Nord is relatively lower than the national average on
weekends, overnight and during national holidays.

P;-Py; wmmmP,. -P,. —e—Mean Ps;-Py; mmmmpP,. -P,. -——Mean
60% - 60% -
55% - 55% -
50% - 50% -
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Fig. A.2. Ratio between the Nord load and the national load for the year 2015, with respect to day of week, hour of day, and day of year.
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The simplest method of estimating Nord demand from the
Italian total is to assume that Nord always consumes 51.17% of the
national total. We improve the estimation by using coefficients that
account for the temporal variations depicted in Fig.A.2. Knowing
the date and hour each j-th value refers to (UCT+1 reference), we
define three different coefficients based on the day of week
(RDOW), hour of day (RHOD), and day of year (RDOY), respectively:

RDOW; = RtVtEAh viell:7] (A.2)
RDOY]‘ :RtVIEB',VjGH : 365] (A.3)
RHOD,, = ﬁtVtECk, Vke(l: 24] (A4)

where A;, B; and C are the sets of hours of the considered time-
period (2010—2015) that can be respectively assigned to the i-th
day of the week, the j-th day of the year,* and the k-th hour of the
day.” To produce the improved estimation of the Nord load profile
for 2006—2010, these three coefficients were normalised for each
single hour, multiplied together and then multiplied by the overall
average ratio (51.17%) and by the national value of that same hour:

RDOW; RHOD; RDOY,
. . R

ELNord; =
RDOW; RHOD; RDOY),

-LItat (AS)

where ELNord; is the estimated load for the Nord zone in the t-th
hour.

L¢, the series used in eq. (1) for calculating residual load, is finally
obtained by putting in sequence the ELNord; and LNord; series
(the latter cleaned and fixed as explained in the previous
sections).
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