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A B S T R A C T

Given the urgent need to devise credible, deep strategies for carbon neutrality, approaches for ‘modelling to
generate alternatives’ (MGA) are gaining popularity in the energy sector. Yet, MGA faces limitations when
applied to state-of-the-art energy system models: the number of alternatives that can be generated is virtually
infinite; no realistic computational effort can discover the complete technology and spatial option space. Here,
based on our own SPORES method, a highly customisable and spatially-explicit advancement of MGA, we
empirically test different search strategies – including some adapted from other MGA approaches – with the
aim of identifying how to minimise redundant computation. With application to a model of the European
power system, we show that, for a fixed number of generated alternatives, there is a clear trade-off in making
use of the available computational power to unveil technology versus spatial dissimilarity across alternative
system configurations. Moreover, we show that focussing on technology dissimilarity may fail to identify system
configurations that appeal to real-world stakeholders, such as those in which capacity is more spread out at the
local scale. Based on this evidence that no feasible alternative can be deemed redundant a priori, we propose
to initially search for options in a way that balances spatial and technology dissimilarity; this can be achieved
by combining the strengths of two different strategies. The resulting solution space can then be refined based
on the feedback of stakeholders. More generally, we propose the adoption of ad-hoc MGA sensitivity analyses,
targeted at testing a study’s central claims, as a computationally inexpensive standard to improve the quality
of energy modelling analyses.
1. Introduction

Large-scale energy system optimisation models are increasingly
used to support the urgent task of planning for the energy transi-
tion [1]. Most typically, they are used to understand how to deploy
new energy infrastructure to make energy systems fully carbon-neutral
at the country or continental scale while keeping the economic cost for
society as low as possible [2]. However, as reported by real-world stake-
holders [3], and increasingly acknowledged in the literature [4,5], the
provision of a single solution that minimises total economic cost is of
little use in practice, for a number of reasons. First, real-world decisions
on the energy transition involve a multitude of stakeholders, including
local communities, with many other concerns than the total economic
cost [6]. Second, modelled costs for future systems are uncertain, for
instance due to technology cost projections that need to be best-guessed
when optimising for a long-term horizon [7]. It is thus problematic
to concentrate on that configuration which ensures the minimum
economic cost when some of the apparently more costly options might
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end up being just as or even more cost-effective after cost uncertainty is
realised in practice. Third and final, the generation and communication
of only a single, least-cost solution can create confusion between what
is least-cost and what is possible, with dangerous consequences. For
instance, it is common to hear claims that a given investment decision,
say installing large amounts of bioenergy power supply, is ‘required’
for a country’s energy transition because it is featured in the least-cost
solution [8]. In practice, however, strategies without bioenergy may
exist within the cost uncertainty range of the least-cost solution.

As a solution to the pitfalls of economic optimisation, some have
proposed introducing secondary objectives, such as the minimisation
of CO2 emissions [9,10]. Yet, the alternatives obtained along a multi-
objective Pareto front and its near-optimal region cannot ensure that
the full range of possibilities gets captured. Other alternatives, driven
by unmodelled (or even impossible-to-model) objectives, might also
exist and be relevant for real-world discussion [11]. To address the
impossibility to model all that might matter in reality, often referred to
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as the structural uncertainty of the modelling process [5], approaches
known as ‘modelling to generate alternatives’, or MGA, have come
to the forefront in recent years [12–15]. Conceptualised by Brill in
1979 [11] and first applied to energy system models a decade ago [12],
the basic idea behind MGA is: first, to compute the least-cost solution as
a starting point; and second, to change the objective of the problem to
search for something as different as possible from the previously-found
solution, while enforcing that cost does not increase too much com-
pared to the minimum feasible system cost. The process (also known as
the ‘Hop, Skip and Jump’ algorithm) can be repeated indefinitely, each
time updating the objective to search for something different from all
the previously found feasible solutions.

Yet, MGA displays limitations when applied to sufficiently large
models, such as state-of-the-art energy system optimisation models cov-
ering the whole of Europe at high temporal and spatial resolution and
with many technological options [16,17]. The number of meaningful
alternatives that can be generated for such models is de facto infinite,
nd the conventional form of applying MGA often fails to represent the
ange of available options well, for two reasons.

First, the ‘Hop, Skip and Jump’ algorithm does not span the solution
pace evenly, leaving even feasible configurations with clear differences
n the technology mix unexplored. Previous empirical work showed
hat configurations with very low or very high shares of a particular
echnology in the overall capacity mix, located near the ‘corners’, or
xtremes, of the multi-dimensional decision space, are not found by
onventional applications of MGA even when they exist — that is, when
hey can be eventually found if the model objective is explicitly set to
ind them [18,19].

Second, to keep the problem computationally tractable, the search
or something ‘as different as possible’ is typically applied only to high-
evel variables of energy system models, such as the total installed
apacity for each technology type, even within models of high spa-
ial granularity [19]. This leads to the generation of ‘technologically-
istinctive’ feasible solutions, which rely relatively more on technolo-
ies that were minimally deployed in the least-cost solution, for in-
tance deploying more solar than wind, at the system scale. However,
eal-world concerns, such as the social acceptance of new infrastruc-
ure, primarily call for alternatives in the way capacity is located at the
ub-national scale, even for a fixed, agreed-upon mix of technologies
t the national scale [20]. For instance, different ways of spatially
istributing wind capacity across sub-national regions, for a roughly
ixed amount of total wind capacity to be deployed in the system.

hile it is true that technologically-distinctive feasible solutions are
aturally likely to entail different sub-national distributions of capacity
s well [21], this does not necessarily make up for having spatially-
istinctive alternatives around a roughly fixed technology mix [20].
n the other hand, an explicit search for such ‘spatially-distinctive’

olutions substantially enlarges the number of potentially interest-
ng alternatives to generate and, thereby, the overall computational
urden.

In response to the two limitations above, several recent advance-
ents of MGA with application to energy system modelling have aimed

t either spanning the solution space more evenly or explicitly looking
or spatially-distinctive solutions; or, in some cases, at achieving both
t once. Yet, as mentioned above, the amount of alternatives that may
atter for state-of-the-art energy system models of large size is virtually

nfinite. Even attempts at mapping ‘all’ alternatives [22] or spanning
he solution space as evenly as possible [21] can ultimately provide
nly a finite sample of solutions based on high-level technological dis-
imilarity. Furthermore, providing a finite set of options leaves open the
uestion of how many alternatives are enough, i.e. which alternatives
re redundant and which ones are not.

Acknowledging this, we set out to empirically investigate the com-
utational trade-offs among different possible approaches to the gen-
ration of alternatives within high-resolution energy system models.
2

n particular, we test four different ways of generating alternatives
within the SPORES method, an original development of MGA that we
have presented in previous work [20]. The use of SPORES does not
cover all possible formulations of MGA in the literature; but the high
customisability of the SPORES workflow lends itself to tweaking the
search towards either spatial or technological dissimilarity explicitly,
allowing us to explore the trade-offs between the two. Some of the
tweaks of the search strategy that we consider do originate from other
recent MGA advancements but are applied here in a spatially-explicit
way even when they were originally conceived for application to high-
level variables only (see Section 2). With application to a model of the
European power system with 97 nodes and 3 h temporal resolution,
we show that deciding what is redundant and what is not is far from
trivial, and that there is a clear trade-off in the computational efficiency
of MGA search strategies in highlighting technological versus spatial
dissimilarity of feasible solutions. In particular, we show that focussing
on technology dissimilarity may fail to identify system configurations
that appeal to real-world stakeholders, such as those in which capacity
is more spread out at the local scale. Based on our empirical findings,
we propose possible solutions for energy modellers to make their MGA
approaches as computationally efficient and practically relevant as
possible. We openly release the model and code used for the generation
of results on Zenodo [23], to foster transparency, repeatability and
further developments [24].

The remainder of the paper is organised as follows. Section 2
presents the latest version of the SPORES workflow, how we tweak its
parameters to approximate different search strategies, and the Euro-
pean power system model to which we apply our experiments. Section 3
shows and discusses our findings in terms of the overall discovered
decision space for each search strategy, the amount of generated alter-
natives that are likely relevant for real-world decisions, and differences
in the resulting flexibility for spatially moving capacity. We conclude
(Section 4) by discussing the implications of our findings for other
modellers and policy decision support.

2. Methods

The following subsections present the latest version of the SPORES
workflow (Section 2.1), the different search strategies that we use
within the workflow for the analysis of computational trade-offs (2.2),
and the specific version of the Euro–Calliope model that we use as a
case study (2.3).

2.1. SPORES workflow

The SPORES workflow, summarised in Fig. 1 differs from conven-
tional MGA in two key aspects.

First, it searches explicitly for spatially-distinctive options. Conven-
tional MGA searches for a new solution as different as possible to
the optimal one by assigning weights (penalties) to aggregate capacity
variables proportional to their capacity deployment in the economically
optimal solution. SPORES, instead, assigns such weights to spatially-
explicit capacity variables. For instance, if wind generation is deployed
in the cost-optimal solution, SPORES assigns different penalties to
wind generation capacity in each location rather than penalising wind
generation overall. This means that the search for something different
might result in a configuration that has as much wind generation
capacity overall, but distributes it differently in space.

Second, it does so from multiple directions within the feasible, near-
optimal solution space. This parallel search from multiple directions
arises by anchoring the MGA algorithm to different extremes of the
feasible near-optimal space, instead of just using the least-cost solution
as the starting point of the search. These additional extremes are
identified by explicitly minimising or maximising the system-wide de-
ployment of specific technology-capacity decision variables, a strategy
also employed in other recent work [21]. We detail the mathematical
steps required to generate alternatives based on such a workflow in the

following subsections.
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Fig. 1. Schematic representation of the SPORES workflow. The feasible, near-optimal solution space is systematically explored through parallel runs. A base run (top of the figure)
searches for alternatives adopting a spatially-explicit version of MGA. Weights are assigned not only to system-wide technology-capacity decision variables but rather to each
technology-in-location capacity decision variable. In parallel, several other runs (bottom of the figure) explore the decision space from different directions. These runs add to the
search for spatially-explicit alternatives a secondary, technology-explicit objective: the system-wide minimisation (and, alternatively, maximisation) of a specific technology. This
ensures that configurations with an extremely high or low deployment of specific technologies do not get lost while also ensuring that several spatially-distinctive configurations
of technology deployment are provided around those.
2.1.1. Identification of the cost-optimal solution
We identify the cost-optimal solution, or economic optimum of the

problem, by minimising the total annualised system cost, as per Eq. (1).

min ∶ 𝑐𝑜𝑠𝑡 =
∑

𝑗
∑

𝑖

(

𝑐𝑓𝑖𝑥,𝑖𝑗𝑥
𝑐𝑎𝑝
𝑖𝑗 +

∑

𝑡 𝑐𝑣𝑎𝑟,𝑖𝑗𝑥
𝑝𝑟𝑜𝑑
𝑡,𝑖𝑗

)

𝑠.𝑡. 𝐀𝐱 ≤ 𝐛
𝐱 ≥ 0,

(1)

where 𝑖 and 𝑗 indicate the 𝑖th technology type and the 𝑗th location
of the model; 𝑥𝑐𝑎𝑝𝑖𝑗 is the decision variable pertaining to the installed
capacity of the 𝑖𝑗th location–technology pair; 𝑥𝑝𝑟𝑜𝑑𝑡,𝑖𝑗 is the decision vari-
able related to the power production of the 𝑖𝑗th location–technology
pair as a function of time; 𝑐𝑓𝑖𝑥,𝑖𝑗 , 𝑐𝑣𝑎𝑟,𝑖𝑗 are, respectively, the annualised
fixed and variable costs per each location–technology pair; 𝐀, 𝐛, are a
matrix and a vector of coefficients that build all the physical constraints
in combination with the vector 𝐱 of all decision variables.

2.1.2. Assignment of weights
Having identified the mathematical optimum, we assign a strictly

positive weight (𝑤𝑛
𝑖𝑗) to the generation capacity decision variables

(location–technology pairs) that are non-zero. This weight can be as-
signed using different approaches, which result in different search
strategies. In the first published application of SPORES [20], we as-
signed weights based on the relative deployment of a technology in
a given location compared to the maximum potential for deployment
at that location (𝑥𝑐𝑎𝑝𝑖𝑗,𝑚𝑎𝑥). The newly-found weight is then summed to
the weight obtained in the preceding iteration (𝑤𝑛−1

𝑖𝑗 ), for any iteration
other than the first (Eq. (2)). Here, we also test three additional weight
assignment methods (see Section 2.2).

𝑤𝑛
𝑖𝑗 = 𝑤𝑛−1

𝑖𝑗 +
𝑥𝑐𝑎𝑝,𝑛𝑖𝑗

𝑥𝑐𝑎𝑝𝑖𝑗,𝑚𝑎𝑥
(2)

2.1.3. Main batch of SPORES
We hence obtain a SPORE by minimising the sum of location-

specific weighted capacity decision variables. At the same time, we
3

constrain the total annualised system cost (𝑐𝑜𝑠𝑡𝑛) to remain in a neigh-
bourhood of the optimal cost (𝑐𝑜𝑠𝑡0), as per Eq. (3).

min 𝑌 =
∑

𝑗
∑

𝑖 𝑤𝑖𝑗𝑥
𝑐𝑎𝑝
𝑖𝑗

𝑠.𝑡. 𝑐𝑜𝑠𝑡𝑛 ≤ (1 + 𝑠) ⋅ 𝑐𝑜𝑠𝑡0
𝐀𝐱 ≤ 𝐛
𝐱 ≥ 0,

(3)

where 𝑠 is the accepted cost relaxation (also known as cost slack).
Such a new, MGA-like objective function formally makes the prob-
lem an 𝜖-constrained multi-objective optimisation: the minimisation of
already-deployed location–technology pairs is the explicit objective and
cost is the implicit one. This objective function is similar to the one
first applied by DeCarolis [12] to energy system models and also used
in more recent work [18], except for the variables and weights being
here spatially-explicit.

2.1.4. Parallel batches of SPORES with secondary objectives
The workflow steps outlined in Sections 2.1.1 to 2.1.3 can be as

well seen as a spatially-explicit version of the ‘Hop, Skip and Jump’
algorithm. Such an algorithm has been repeatedly shown to struggle
with pushing the search for alternatives up to the extreme corners of
the multi-dimensional decision space [18,19]. The incorporation of the
spatial dimension further exacerbates the problem, as it multiplies the
variables at stake and the different feasible system configurations. A
spatially-explicit version of the algorithm will focus explicitly on spatial
diversity and will further struggle to discover alternatives in which the
mix of deployed technologies is radically different. For such reasons,
SPORES foresee a further systematic exploration of the decision space
from alternative directions in which technology diversity is handled
explicitly. They do so by adding to the objective function a second
explicit objective: the minimisation (and, alternatively, maximisation)
of the capacity of a specific technology.

min (𝑜𝑟max) 𝑌2,𝑖 = 𝑎 ⋅
∑

𝑗 𝑥
𝑐𝑎𝑝
𝑖𝑗

+ 𝑏 ⋅
∑

𝑗
∑

𝑖 𝑤𝑖𝑗𝑥
𝑐𝑎𝑝
𝑖𝑗

𝑠.𝑡. 𝑐𝑜𝑠𝑡𝑛 ≤ (1 + 𝑠) ⋅ 𝑐𝑜𝑠𝑡0
𝐀𝐱 ≤ 𝐛
𝐱 ≥ 0,

(4)

where 𝑥𝑖𝑗 is the capacity decision variable associated with the tech-
nology under minimisation (or maximisation), and 𝑎 and 𝑏 are the
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weights associated with the different components of the objective
function (which can be customised at need, as discussed in 2.2). Other
recent work [19,21] has used the minimisation or maximisation of
specific technologies as a way to explore the near-optimal solution
space, but never in combination with the simultaneous generation of
spatially-explicit alternatives, which is a unique feature of SPORES. As
anticipated above, the rationale behind the combination of technology-
explicit and spatially-explicit objectives is that of maintaining a focus
on the discovery of spatially-distinctive options while also making sure
that the option space is explored from all the relevant search directions.
In other words, ensuring that no technology-distinctive option is left
unexplored. If needed, the customisability of the coefficients 𝑎 and 𝑏
eaves open the possibility for the modeller to collapse the search into
nly one of the two objectives, thereby replicating, for instance, the
earch strategy proposed by Neumann and Brown [19].

This configures the problem as a linearised multi-objective opti-
isation problem, with two explicit objectives parametrised by the

oefficients 𝑎 and 𝑏 that add up to the implicit 𝜖-constrained cost
objective. However, despite the mathematical formulation being multi-
objective, the two explicit objectives do not aim to reflect any plausible
real-world decision factors, which differentiates the approach from
typical applications of multi-objective optimisation [9]. The primary
objective is, in fact, just the search for something different from pre-
vious iterations, whilst the secondary objective is only needed here as
a technical means to operate the spatially-explicit MGA search from
alternate extremes of the decision space. Finally, we do not aim to
(and do not) find a Pareto-front of optimal solutions by systematically
varying the 𝑎 and 𝑏 weights of the different components of the objective
unction, as typically done in multi-objective optimisation. This is for
wo reasons. First, the resulting Pareto-optimal solutions would not
ave any real-world meaning since our fictitious objectives and weights
o not have any, either. And second, we explicitly want to look at
athematically sub-optimal solutions beyond a fictitious ‘Pareto front’

s long as they are within the defined cost slack.

.2. Customised search strategies

The SPORES workflow presented throughout Sections 2.1.1 to 2.1.4
ends itself to customisation. Both the weight-assignment method
Eq. (2)) and the relative strength of the two explicit objectives in the
arallel batches of SPORES (Eq. (4)) can be modified at need. Different
eight-assignment methods may push the search relatively more on

patial versus technology dissimilarity from previous iterations [20].
imilarly, changing the relative strength of the technology-explicit
econdary objective in Eq. (4) may allow the search to depart more or
ess from the identified extreme of the decision space. In this work, we
est four different weight-assignment methods and two levels of relative
trength for the technology-explicit secondary objective. In both cases,
he aim is to test the outcomes, in terms of redundancy of generated
olutions, of pushing the search more on technology versus spatial
issimilarity, or vice versa.

.2.1. Alternative weight-assignment methods
First, we consider the weight-assignment method outlined in Eq. (2),

hich we hereafter refer to as the relative-deployment method. We
esigned this method with a focus on spatial dissimilarity in previous
ork [20].

Second, we test the so-called integer method originally proposed
by Brill [11] and later applied to energy system modelling by DeCarolis
[12]. Reported in Eq. (5), it is the simplest method, but has the
potential drawback of many variables ending up with the same weight,
hampering the search efficiency. We apply it here in a spatially-explicit
way, assigning weights to location–technology pairs rather than to
system-wide technology variables only.

𝑤𝑛
𝑖𝑗 = 𝑤𝑛−1

𝑖𝑗 + 𝑘𝑖𝑗 , 𝑤𝑖𝑡ℎ 𝑘𝑖𝑗 =

{

100, 𝑖𝑓 𝑥𝑖𝑗 > 𝑐
(5)
4

0, 𝑖𝑓 𝑥𝑖𝑗 ≤ 𝑐
where 𝑐 is a constant threshold defined to avoid that even very marginal
deployments of capacity may receive a weight, which would otherwise
entail the risk that almost all location–technology pairs receive a non-
zero weight. It is also worth noting that the integer weight amounts
here to 100 based on the internal unit scaling of our model; a different
scaling, say 1 or 10, may make more sense for a model with different
units.

Third, we consider a random method, in which weights have no
rationale and are indeed assigned as random integer numbers (Eq. (6)).
This method approximates the random MGA search proposed by other
authors [15,25]. Unlike such previous work, though, we do not consider
further degrees of randomisation in the objective function, for the sake
of consistency with the other analysed methods, and we apply the
random weights to spatially-explicit decision variables.

𝑤𝑛
𝑖𝑗 = 𝑤𝑛−1

𝑖𝑗 + 𝑟𝑖𝑗 , 𝑤𝑖𝑡ℎ 𝑟𝑖𝑗 = 𝑈 (0, 100) (6)

where 𝑈 (0, 100) is a random uniform distribution.
Fourth and final, we propose an original evolving-average method

(Eq. (7)). The idea of this method is to retain a more explicit memory
of past iterations, compared to just having incremental weights. In such
a way, one can assign a weight to each location–technology pair based
on the distance from the average capacity deployed for that pair across
all previously found feasible solutions (𝑥𝑖𝑗

𝑐𝑎𝑝,𝑛−1), which is kept up to
date — in other words, it evolves.

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑤𝑛
𝑖𝑗 = |

𝑥𝑖𝑗
𝑐𝑎𝑝,𝑛−1 − 𝑥𝑐𝑎𝑝,𝑛𝑖𝑗

𝑥𝑖𝑗
𝑐𝑎𝑝,𝑛−1 |

𝑥𝑖𝑗
𝑐𝑎𝑝,𝑛−1 =

𝑛−1
∑

𝑛=1
𝑥𝑐𝑎𝑝,𝑛𝑖𝑗

𝑛 − 1

(7)

2.2.2. Relative strength of spatial- and technology-explicit objectives
The parallel batches of SPORES arising from technology-explicit

extremes of the decision spaces can be customised by tweaking the
parameters 𝑎 and 𝑏 of Eq. (4). By default, both parameters are set to a
unitary value, which means they have the same relative strength. Here,
we test the outcome of reducing the relative strength (𝑎) to 0.1 of the
technology-explicit secondary objective. We want to avoid obtaining,
for a batch of SPORES generated around the minimisation of a certain
technology, only configurations in which such a technology is fully
minimised. A reduction of the relative strength of the technology lever
may allow us to obtain configurations in which the given technology is
only partially minimised, further improving the technology dissimilar-
ity of the generated alternatives. As for the case of the other customised
parameters (see Section 2.1.2), the absolute numbers we adopt here
for the 𝑎 and 𝑏 parameters make sense within the unit scaling of our
model. Other absolute values might be more appropriate for a different
unit scaling. However, since our analysis focuses on modifications of
the parameters relative to one another, the outcomes remain generally
valid.

2.3. Energy system model and MGA setup

We apply our customisations of the SPORES method to a power
system model of Europe comprising 34 countries and 97 nodes, or
locations, across those. The model is based on the well-established
open-source energy system modelling framework Calliope [26] and
takes the name of Euro–Calliope. Originally conceived by Tröndle et al.
[27], the version we use here is based on a previous work of ours [16]
in which we updated the initial (brownfield) electricity grid topol-
ogy to mirror the most relevant real-world transmission constraints
as identified by the e-Highway 2050 project. Besides various hydro-
electric technologies whose capacity is assumed to remain constant,
the model features seven main technologies for capacity expansion:
roof-mounted and open-field solar photovoltaic, on-shore and off-shore
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wind, bioenergy power plants, and battery and hydrogen-to-power
storage. Each of these is used as a basis for two parallel batches of
SPORES (Eq. (4)), one in which the deployment of the technology
is maximised and one in which it is minimised, at the system level.
Transmission technologies are also allowed to expand, and add up to
the parallel batches of SPORES. We generate 10 alternatives for each
parallel batch, for a total of 160 alternatives. These add up to the 50
alternatives generated within the main batch, leading to an overall 210
SPORES. For all SPORES, we adopt a slack cost of 10%, in line with
previous work [16,19,20]. We refer the readers to the Supplementary
Methods for further details about the model and how it has been
customised for this work.

Although the Euro–Calliope model version that we use in this work
allows for the modelling of all energy sectors, we subset the analysis to
the power sector alone, without considering the additional electricity
demand arising from the likely electrification of sectors such as building
heat and transport. In fact, the aim of the present work is to focus
on the computational trade-offs between different approaches to the
generation of alternative near-optimal solutions. Subsetting the analysis
to the power sector alone allows us to test many approaches while
keeping the computational effort feasible. It also allows readers to
compare our findings with those of other recent MGA studies ap-
plied to energy system models of Europe [19,21,22,28], which are
all grounded in a similar model setup. What is more, the analysis
of the available decision space for the full decarbonisation of Europe
including all energy-consuming sectors has already been undertaken
using Euro–Calliope [16] and would therefore be redundant to repeat
here.

3. Results

We present our results for the reference case in which the relative
strength of the two SPORES objectives is even (see Section 2.2.2), whilst
we provide Supplementary Results for the case of a reduced strength of
the secondary, technology-explicit objective. We start by analysing the
‘shape’ of the overall discovered decision space across the four search
strategies, discussing which decision space is richer in technologically-
distinctive options. Hence, we assess how many of the discovered
alternatives, in each case, would match a plausible stakeholder interest,
such as the limited concentration of onshore wind farms, discussing
the efficiency of discovering many spatially-distinctive options across
search strategies. Finally, we look for potentially real-world relevant
spatial features of feasible configurations that may not be common
to all search strategies and discuss how this may impact the practical
usefulness of a search strategy.

3.1. Overall discovered decision space

The four considered search strategies showcase substantial differ-
ences in the overall discovered decision space, as shown in Fig. 2.
These differences can be even more marked if considering only those
alternatives generated within the main batch of SPORES (see Fig. S1),
but are mitigated when parallel batches with technology-explicit sec-
ondary objectives are included, as per the default SPORES workflow
presented in Section 2.1. This evidence reinforces the importance of
systematically exploring the decision space from multiple directions, in
line with recent work [20,21].

Regarding trade-offs between spatial versus technology dissimi-
larity, the integer and relative-deployment strategies tend to produce
less-sparse solutions, with many alternatives almost overlapping in the
tri-dimensional space that considers total renewables, transmission and
storage capacity deployed. Conversely, the random and the evolving-
verage strategies seem to produce more sparsity and push the alterna-
ives away from each other more, particularly along the transmission-
xpansion axis, despite both still ending up with a non-negligible
umber of overlapping solutions. This means that the random and
5

evolving average strategies are more efficient at discovering markedly
distinctive options from a technology perspective, whilst the relative-
deployment and integer methods focus more on dissimilarity of spatial
deployment around fewer distinctive overall technology mixes. In fact,
the alternatives overlapping in the tri-dimensional space outlined in
Fig. 2 must not be mistaken for identical, and hence redundant, so-
lutions. On the contrary, they are solutions that, albeit similar in terms
of the total deployed capacity of the different technology options, are
likely radically different in terms of their spatial configuration of tech-
nology deployment. Fig. S3, which expands the cross-search-strategy
comparison by looking at the deployment of further disaggregated tech-
nologies, confirms the same trend: the relative-deployment and integer
search strategies showcase a higher degree of overlapping solutions,
which is particularly apparent for wind generation and transmission
capacities, but generally valid for all technologies.

Differences across methods do not change qualitatively for the case
in which the secondary objectives aimed at minimising or maximising
specific technologies are assigned a relatively weaker weight in the
objective function (Fig. S2, complemented by Fig. S4 for technology-
disaggregated results). However, as expected, the number of alterna-
tives located at the extremes of the decision space – i.e., those focussing
on generating different spatial configurations around an explicit high-
level technology feature, say the minimal deployment of bioenergy –
decreases slightly overall. To further investigate the trade-off between
technology and spatial dissimilarity, we move on to looking at metrics
related to spatial aspects and real-world concerns that play out on a
more local scale.

3.2. Alternatives that match plausible stakeholder interests

One of the most common real-world concerns when deploying new
infrastructure for the energy transition is the social acceptability of
on-shore wind farms [6]. It is thus helpful to analyse how many of
the generated feasible energy system configurations ensure a reduction
in the maximum concentration of on-shore wind farms in any single
region relative to the total deployed on-shore wind capacity. Such a
metric is of the possible proxies for the richness of spatial deploy-
ment options, allowing us to investigate further whether those search
strategies that performed less well in terms of technology dissimilarity
actually provide richer insights regarding the decision flexibility for
moving capacity spatially. If a search strategy produces relatively more
alternatives with a high concentration of wind farms, that means it
focuses primarily on reducing wind capacity overall or on moving
highly-concentrated on-shore wind hubs elsewhere without spreading
capacity out. Fig. 3a shows the distribution of the maximum on-shore
wind concentration across all the SPORES generated by each search
strategy. As hinted at by the results in the previous subsection, search
strategies that are less efficient at providing technologically-distinctive
solutions (such as the integer and relative-deployment ones) are those
with lower median values for on-shore wind farm concentration in
single regions. In other words, they generate many solutions in which
wind capacity is sited differently across sub-national regions, eventually
leading also to solutions in which capacity is more spread out, which
is likely of particular importance when providing practical alternatives
to real-world acceptability concerns.

Instead, the search strategies with the wider distribution of values
for on-shore wind capacity concentration are the relative-deployment
and the evolving-average ones. However, the median value for the
evolving-average distribution lies much higher than that of the relative-
deployment one. This suggests that the evolving-average method is highly
efficient at spanning the full spectrum of wind concentration options,
but – given the finite number of alternatives – does so at the expense
of generating further spatial dissimilarity around the found configura-
tions. In other words, there is a trade-off between using the limited
computational power and time to efficiently span all the most radically
different options from a high-level perspective versus generating many
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Fig. 2. Generated alternatives in a tri-dimensional space defined by aggregate renewable (𝑌 -axis), transmission (𝑋-axis) and storage (colour coding) capacity deployment compared
to maximum deployment potential. Results are provided for all four considered search strategies. The cost-optimal solution is identified in each panel by a red marker.
Fig. 3. The top of the Figure shows the data distribution (boxplots) for the maximum concentration of deployed on-shore wind capacity in a single region (across all 97 model
ocations) compared to total deployed on-shore wind capacity. The boxplots are shown for the four tested weight-assignment methods (panel a) and for a hybrid case that combines

ex-post the data from the relative-deployment and evolving-average methods (panel b); see Section 3.2 for further details about this hybrid case. The bottom of the Figure shows the
raction of generated alternatives with a concentration of on-shore wind capacity at least 20% lower than in the cost-optimal case. Results are again shown for the four tested
eight-assignment methods (panel c) and for the hybrid case (d).
o
i

easible spatial configurations in the ‘technology-neighbourhood’ of
ewer feasible system configurations.

Another way to quantify this trade-off is to count, for each search
trategy, how many of the generated alternatives match the plausible
takeholder interest of limiting on-shore wind capacity concentration.
or instance, filtering out alternatives in which on-shore wind capacity
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a

is at least 20% less concentrated than in the least-cost case, as done in
previous work [20]. The outcomes of such filtering (Fig. 3c) confirm
that the integer and, primarily, relative-deployment search strategies
utperform the others from a spatial-dissimilarity perspective. This
s in line with our expectations since the relative-deployment weight-
ssignment method was designed precisely to focus more on spatial
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dissimilarity (see Section 2.1.2). The results of the random and, par-
ticularly, evolving-average approaches further strengthen the finding
that the more a method is efficient at spanning high-level system
configurations, the less it is efficient at producing spatially-distinctive,
non-concentrated system configurations.

Based on this apparent trade-off, combining the benefits and limi-
tations of different methods into a hybrid search may be helpful. For
instance, the main batch of SPORES in which the focus is on spatial
dissimilarity may be generated via the evolving-average method, which
will make sure to span an even range of technology options. The paral-
lel batches, in which technology dissimilarity is handled explicitly, may
instead use a relative-deployment method to ensure that configurations
are also spatially distinctive. The outcomes of such a hybrid method
are shown in Fig. 3b, d, resulting in a good compromise in terms of
stakeholder-appealing, low-wind-concentration solutions.

The results do not change substantially for a weaker anchoring
of the search to the extremes of the decision space, except for the
relative-deployment search strategy that experiences a reduction in the
total amount of alternatives with a low concentration of wind farms
(Fig. S5). This peculiarity is coherent with our finding so far that the
relative-deployment method is the one that most efficiently explores
the flexibility for moving capacity spatially. The relative-deployment
search strategy takes advantage of his high spatial focus to generate
many spatially-distinctive alternatives around extreme technology fea-
tures of the decision space within parallel batches of SPORES (see
Section 2.1.4). When the anchoring to extreme technology features
becomes weaker, the search departs too quickly from the given ex-
treme technology feature for the relative-deployment method to even-
tually generate low-concentration alternatives around it. Other weight-
assignment methods are less affected by the same phenomenon because
they more naturally tend to depart from the extreme technology feature
regardless of the strength of the anchoring. Such a worsening of the
performance affects, in turn, also the hybrid method. Fine-tuning the
relative strength of the two objectives in Eq. (4) to the chosen search
strategy appears thus essential to maximise the performance.

3.3. Unique spatial features

We have discussed the concentration of on-shore wind capacity
as an example of a plausible criterion for stakeholder discussion and
observed a difference across search strategies in the number of alterna-
tives which limit it. This difference can have very concrete implications.
In line with previous work [16,20], let us assume that stakeholders
may be interested in filtering out the decision space based on multiple
criteria at once. For instance, minimising the deployment of bioenergy
power plants while simultaneously reducing on-shore wind capacity
concentration (with the same threshold as defined in Section 3.2). In
this case, the decision spaces discovered by the four search strategies
would provide very different outcomes.

The feasible solutions found by the integer and evolving-average
strategies do not feature any option that satisfies the above criteria
at once. Minimising bioenergy appears to be only possible if accept-
ing large, concentrated on-shore wind power hubs in key regions.
Conversely, both the relative-deployment and random search strategies
include system configurations that satisfy the chosen criteria. Fig. 4
shows, in particular, the feasible system configurations with the lowest
concentration of on-shore wind farms that simultaneously allow the
reliance on bioenergy to be completely avoided for both the random
and the relative-deployment solution spaces. Albeit both homogeneous
in their wind capacity deployment, the configuration found via ran-
dom search (Fig. 4a, c, e, g) has about three times higher on-shore
wind deployment overall. This results in several regions still becoming
large wind power hubs, although few to no regions carry an unfair
share of total capacity deployment. Instead, the solution discovered
by the relative-deployment method (Fig. 4b, d, f, h) is substantially
7

more balanced in terms of technology mix, with off-shore wind and
solar capacities being deployed alongside a spatially-homogeneous de-
ployment of on-shore wind capacity. Substantial hydrogen storage and
further grid reinforcements towards the Iberian peninsula support the
balancing of this configuration. In other words, in this arbitrary yet
plausible example, a search strategy that seemed not to be particularly
efficient at spanning the solution space if considered from a high-
level technology perspective, ends up being the only one capable of
identifying a solution that meets certain stakeholder preferences when
looked at from the perspective of spatial infrastructure deployment.

The situation changes when there is less of a push towards searching
the extremes of the decision space. In this case, no weight-assignment
method can discover a configuration that simultaneously avoids bioen-
ergy and limits the concentration of on-shore wind capacity. This is
consistent with our expectations. As anticipated in Section 2.2.2 and
also observed in Section 3.2, the resulting decision space features
fewer solutions in which a given technology – say, bioenergy – is
fully minimised, and more in which its deployment is only partially
reduced. Accordingly, there are no more of those apparently redundant
alternatives in which a key part of the technology mix remains the same
(i.e., no bioenergy) while capacity is deployed differently from a spatial
perspective.

As discussed above, we have selected the example of a desire to
simultaneously limit the concentration of wind generation capacity and
the reliance on bioenergy based on previous work that identified those
as plausible stakeholder interests. However, this is just one illustra-
tive example out of many possible ones, motivated by previous work
that identified these criteria as particularly appealing to real-world
stakeholders [6,20]. A similar case could be made for other plausible
combinations of stakeholder interests, say, the degree and topology of
expansion of transmission lines and the type and amount of storage
technologies deployed.

4. Discussion and conclusion

Our empirical comparison of different mathematical strategies for
the generation of near-optimal alternatives within large-scale, high-
resolution power system models aimed at investigating how to make
the best use of limited computational power. We wanted to assess
which search strategies may generate redundant alternatives and which
ones may not. Our findings allow us to conclude the following.

First, the boundaries of the overall decision space do not change
much with the selected search strategy, provided that the extremes of
such a decision space are systematically explored. This corroborates the
findings of other recent studies [16,21].

Second, for an arbitrarily fixed number of generated alternatives
(i.e., for a given accepted computational effort), there is a clear trade-
off between making use of the computational power to discover al-
ternatives in terms of the high-level technology mix; and using it to
generate different spatial configurations of technology deployment in
the technology-neighbourhood of fewer high-level technology mixes.
The research question should hence guide the choice of the search
strategy. If the research focus requires an as-homogeneous-as-possible
exploration of the high-level technology mixes, the MGA search can
be targeted to such an aim. For instance, relying on the evolving-
average search strategy proposed in this work or using a brute-force
optimisation that targets technology mixes [21]. Yet, such a high-level
technology focus is likely – more so, the more limited the compu-
tational power available – to miss out on most of the stakeholder
appealing, spatially-distinctive system configurations around the found
technology mixes. Accordingly, whenever research aims at providing
alternatives to support real-world decisions, spatial dissimilarity should
be at the core of the search strategy. This corroborates our observation
in Section 1, based on the literature, that no single method can capture
everything, simply because the set of potentially relevant options is
infinite.
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Fig. 4. SPORES with the lowest concentration of on-shore wind capacity and simultaneous minimisation of bioenergy capacity in the random (left) and relative-deployment (right,
rey background) solution spaces. Panels a–b show the deployed capacity of solar (rooftop plus open-field PV) and wind (on-shore plus off-shore) in each of the 97 model locations
here the locally-deployed capacity of at least 10 GW. Panels c–d show the spatial deployment of battery and hydrogen storage (discharge) capacity where the locally-deployed

apacity is of at least 1.5 GW. Panels e–f show the capacity of transmission lines connecting each location, including both existing and expanded line capacity. Panels g–h show
the system-wide capacity deployed for all considered generation and storage technologies.
Third, as a consequence of the above findings, and particularly
when MGA is used to support practical decisions, the computational
workflow should foresee iterations with the relevant stakeholders. In
such a way, the initial, inherently inexhaustive decision space can
8

be refined based on stakeholder feedback, redirecting the available
computational power specifically towards their interests and needs. In
this framework, it might be ideal to set up the search in a way that
initially compromises between spatial and technology dissimilarity,
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providing a practically helpful overview of the options. The hybrid
orkflow proposed in Section 3.2 might be the most suited for such
n initial exploration. Another option, albeit more computationally
urdensome, could be to integrate the abovementioned brute-force
ethods for the homogeneous exploration of technology mixes with

he search for a few spatially-distinctive solutions around each found
echnology mix. Regardless of the chosen method, stakeholders may
hen indicate themselves which additional technology combinations
hey would like to investigate that are not initially available, or for
hich of the existing technology features they would like to see more
ptions to locate capacity spatially. The conceptualisation of a coherent
ethod for creating such a ‘human–computer feedback loop’ is one

urther development of our method that we are investigating in the
ontext of an ongoing project, SEEDS.1

Overall, our results demonstrate that using modelling analyses to
utline viable deployment strategies is, in practice, a challenging task.
revious studies have exposed the pitfalls of the common practice
f relying on single, cost-optimal results, and have emphasised the
otential of MGA to mitigate the provision of misleading insights [15,
8–20]. Our study does confirm that MGA has the potential to provide
ore meaningful and robust samples of the practically feasible decision

pace, particularly when carried out from multiple search directions, as
one in the most recent literature [16,20,21]. Nonetheless, our results
lso warn that MGA is not a panacea per se and needs to go along with
areful modeller judgement. For state-of-the-art energy system models
f large size, even around 200 samples of near-optimal alternatives –
et alone the standard provision of a single, optimal solution – may not
e enough to robustly assess whether a particular system configuration
s not feasible near the economic optimum. Our arbitrary yet highly
lausible example of the configuration that minimises bioenergy while
imiting on-shore wind capacity concentration is one such case in point.
or instance, let us assume we had provided results based on only
ne of the search strategies tested in this work, say the integer one.

We might have been tempted to conclude that minimising the use of
bioenergy in a fully carbon-neutral European power system is only
possible if accepting large, concentrated on-shore wind power hubs.
Yet, we have seen that other search strategies lead to a different
conclusion. Besides increasing the sample size and search directions
as we do in a recent study [16] and adopting more balanced search
strategies like the hybrid one proposed in this work, a computationally
inexpensive solution to improve the robustness of modelling results
might be the adoption of ad-hoc MGA sensitivity analyses targeted to
specific policy-relevant claims. In the example above, we could have
customised the MGA search to explicitly look for a few solutions with
minimal bioenergy deployment and constrained concentration of on-
shore wind capacity, finding out that those do, in fact, exist. Such
a simple MGA-based counterfactual experiment may help corroborate
modelling results both in conventional cost-optimisation studies and in
cases in which high-performance computing facilities are not available
and carrying out a very large MGA analysis is impossible.

A less immediate option to improve the computational viability
of MGA analyses for complex energy system design problems could
be exploring radically different algorithms, such as heuristic ones.
These typically iterate by moving from one sub-optimal solution to an
improved one, gradually converging to the optimum. It may be thus
sufficient to retain those sub-optimal solutions in memory to obtain
both the optimum and the near-optimal alternatives with a single
model run. So far, heuristics like particle swarm, genetic algorithms
and others have been primarily employed in the context of multi-
objective optimisation to find sets of Pareto-optimal energy system
design options between two explicit real-world objectives [29]. We
have here argued that this type of optimisation faces limits when

1 https://seeds-project.org
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applied to complex energy transition questions because of the count-
less stakeholders and unmodelled objectives involved. However, the
same underlying algorithms may be repurposed explicitly towards the
generation of alternatives without explicit real-world objectives, as is
the goal in MGA. This may allow overcoming the limitations of con-
ventional multi-objective optimisation while retaining the advantage of
heuristic algorithms. In addition, depending on the chosen approach,
heuristic algorithms may allow for non-linear problem formulations,
which cannot be achieved with deterministic optimisation for problems
of very large size, such as those we discuss here. Future research should
further explore the applicability of these methods to energy planning
problems.

Regarding multi-objective optimisation, we have argued that MGA
is designed to encompass a broad range of unmodelled objectives,
thereby overcoming the limits associated with the finite objectives
required by multi-objective methods. Nonetheless, it is worth not-
ing how this is only valid when the applied cost relaxation is large
enough to encompass Pareto-optimal solutions located far away from
the economic objective. Furthermore, the broader the cost-relaxation
space, the higher the number of alternatives required to explore it in
a balanced way. For limited computational power and a narrow cost
relaxation, multi-objective optimisation might still lead to solutions
that lie outside the samples obtained via MGA, for instance, due to
being substantially more costly than the selected cost relaxation allows.
The research question should guide the choice between MGA and
multi-objective optimisation.

Finally, our findings arise from the case study of a highly-resolved
European power system, which we select as an ideal example of a ‘state-
of-the-art, large-scale energy system model’ that requires advancements
in how MGA is applied. However, the conclusions we draw based on
such findings are not case-specific. On the contrary, they are valid
for any other energy system model of similar (or higher) technical
and spatial detail — for instance, the model of another continental
power system; or the model of a country’s energy system at a highly
granular sub-national resolution. Any such model would face a similar
trade-off between spatial and technical dimensions when using limited
computational power for generating alternatives.
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